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PureScale putting the pieces together for a
pureScale implementation
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Agenda

w DB2ZpureScal@verview / refresher
w DBZ2pureScalelusteringcervices

Technical overview
RSCT
w Heart beating
w Quorum
w Tiebreaker
Tivoli System Automation (TSA)
w Resources and dependencies

GPFS
w Storage management
Storagdayout
Which storage controller can my customer use?
Configuration and key daemons
Storage bespractices

GPFS and RSCT interaction

w /O fencing

€ € € €

W #1DUGDB2
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Overview: DB23ureScale Architecture

Clients

Clients connect anywhere (Scalability)

... see single database

—  Clients connect into any member
Cinela M i —  Awutomatic workload balancing and client reroute may
Single Database View change underlying physical member to which client is

A connected
DB2 engine runs on several servers

—  Co-operate with each other to provide coherent access to the

@ @ @ @ database from any member

Integrated Cluster Services
@ @ @ @ —  Failure detection, recovery automation, cluster file system
—  In partnership with STG and Tivoli

Low latency, high speed interconnect

Cluster Interconnect —  S3pecial optimization provide significant advantages on RDMA-
capable interconnects (eq. Infiniband, ROCE)

o e = b ) CF technology
@ ve @ - = @: @ —  Efficient global locking and buffer management

T, S pemnees StorageAc ceSs ------ —  Synchronous duplexing to secondary ensures availability

e
Shared Database

Data sharing architecture
—  Shared access to database
—  Members write to their own logs on shared disk
—  Logs accessible from another host (used during recovery)
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What |S a Member ’? Member 0O Member 1
db2sysc process db2sysc process
A ADBZ englne address Space : ; - db2 agents & other db2 agents & other
' i.e. adb2sysc process and its threads threads

threads and memory (((‘ (((‘

A Members Share Data

I All members access the same I- ljobgthffeg; I- ('fbghb”ffeg
I eap, & I eap,
shared database . other heaps; . other heaps

I Ak @até Sharingo |
bufferpool(s) bufferpool(s)
Eachme mber has ito6s own | |

| Bufferpools

I Memory regions

I Logfiles

Primary,

A Members are logical.
Can have ¢é
I 1 per machine or LPAR
(recommended)
I >1 per machine or LPAR (not
recommended for production)

Secondary

A Member != Database Partition
I Member = db2sysc process
I Database Partition = a partition of
the database
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What is a CF?

= Software technology that assists
in global buffer coherency
management and global locking
— Shared lineage with System z
Parallel Sysplex
— Software based

= Services provided include
— Group Bufferpool (GBP)
— Global Lock Management (GLM)
— Shared Communication Area (SCA)

= Members duplex GBP, GLM, SCA
state to both a primary and secondary
— Done synchronously
— Having a secondary is optional
(but recommended)
— Set up automatically, by default

Primary

GBP GLMSCA

Y #1DUGDB2

Secondary
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DB2 cluster services putting the pieces together

A RSCT, Tivoli SA MP, GPFS and DB2 code that ties these components together ir
pureScale

A Singleinstall as part of DBstallation
A Upgrades and maintenance through DiB®acks
A Designed to interact witlDBAc db2cluster, db2instance

DB2 Cluster Services:
Cluster Manager (RSCT) Cluster Automation (Tivoli SA MP)

U DB2 Cluster Servci U

Cluster File System
(GPES)
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What is DB2 Cluster Services?

®w Why have three clustering products as part of
pureScal@

RSCT provides low level HA infrastructureafgplications

TSA provides a simple configuration model with
dependencies using RS@GfFastructure

GPF®rovides
w Reliable concurrent data access withincauster
w Replication services for GDPC

w This is the brain behind pureScale
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Reliable Scalable Cluster Technology (RSCT)

w Provides concept of euster domairwith multiple hosts in thelomain

W InterK2a0 PKISENGIQ YR K2ad ftAPBStAYySaa R
A Provides a single point of truth on which hosts are currently online
A Network adaptetivelynessetermination

w Quorum determination and tidreaker use

«— Tivoli SA (TSA
ConfigRM GIobaIRequ - ( )

RSCT Infrastructure

RMF RMF
HAGS RMC HAGS RMC
PRM FRM
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RSCT Heart beating

9.10.0.100

9.10.0.101 / 9.10.0.105

B ethO communications group ¥
Y i.e. eth0 HB ring :

9.10.0.103
9.10.0.102 9.10.0.104

\
/

mmm ©thO comg/ring

ib0 comg /ring

/
\
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RSCT Quorum

@ Minimum number of hosts in the RSCT peer domain (i.e. DB2
pureScale instance) required to perform a particular operation

w Types of quorum

Configuration Quoruny; Requires communication with a strict majority of
hosts in the cluster, allows updates to persistent cluster configuration.

w Strict majority necessary so that any subsequent series of hosts starting/stopy
will see theupdate.

OperationalQuorum¢ Requires communication with either a strict majorit
of hosts in the cluster OR exactly half of the hosts plus-bargaker, allows
the cluster to continue.

w A tie-breaker is any object that can be raced for to determine which %z of the
cluster should proceed. In pureScale, typically a disk reservation.
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RSCT Tibreaker

w DB2 pureScale install requires a LUN (i.e. SCSI disk) to be
provided at instaltime.

w This disk serves as a-bieeaker for RSCT quorum in the event of
a possible even split in theuster

E.g. In a 4 host cluster, if 2 hosts fail or become partitioned from the
cluster, then there is a race for the quorum disk by the surviving sub
cluster to determine who maintainguorum

The losing sualuster is 1/O fenced by RSCT and evicted from the
cluster
w Tiebreaker disk is reserved using a SCSI disk reservation
command



TSA Overview Resources

W What is a Resource?
A Individual software or hardware entity within a cluster

A A host,ethernetadapter, IP address, or DB2 member are all examples
of resources
W Resources have various properties
A All resources have names and operational sta@sState}

A Most resources provide control operations such as start and stop.
A Other resources can have properties & operations specific to their clas:

E.g., IP address resources need to know what IP they represent



